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**ABSTRACT**

Scheduling real time systems involves allocation of resources and CPU-time to tasks in such a way that certain performance requirements are met. In real time systems scheduling plays a more critical role than non-real-time systems because in these systems having the right answer too late is as bad as not having it at all [1]. Such a system must react to the requests within a fixed amount of time which is called deadline. Real-time tasks can be classified as periodic or a periodic. A periodic task is a kind of task that occurs at regular intervals, and a periodic task occurs unpredictably. The length of the time interval between the arrivals of two consecutive requests in a periodic task is called period.

**Introduction:**

There are a plenty of real-time scheduling algorithms that are proposed in the literature. Each of these algorithms bases its decision on certain parameter while attempting to schedule tasks to satisfy their time requirements. Some algorithms use parameters that are determined statically such as the Rate Monotonic algorithm that uses the request interval of each task as its priority [4, 7]. Others use parameters that are calculated at run time. Laxity and deadline are among those parameters that are the most considered. Laxity says the task execution must begin within a certain amount of time while deadline implies the time instant at which its execution must be completed.

**Fuzzy Inference Systems:**

Fuzzy logic is an extension of Boolean logic dealing with the concept of partial truth which denotes the extent to which a proposition is true. Whereas classical logic holds that everything can be expressed in binary terms (0 or 1, black or white, yes or no), fuzzy logic replaces Boolean truth values with a degree of truth. Degree of truth is often employed to capture the imprecise modes of reasoning that play an essential role in the human ability to make decisions in an environment of uncertainty and imprecision. Fuzzy Inference Systems (FIS) are conceptually very simple. They consist of an input, a processing, and an output stage. The input stage maps the inputs, such as frequency of reference, regency of reference, and so on, to the appropriate membership functions and truth values. The processing stage invokes each appropriate rule and generates a corresponding result. It then combines the results. Finally, the output stage converts the combined result back into a specific output value [27]. As discussed earlier, the processing stage which is called inference engine is based on a collection of logic rules in the form of IF-THEN statements where the IF part is called the "antecedent" and the THEN part is called the "consequent". Typical fuzzy inference systems have dozens of rules. These rules are stored in a knowledgebase. An example of a fuzzy IF-THEN rule is: IF laxity is critical then priority is very high, which laxity and priority are linguistics variables and critical and very high are linguistics terms. Each linguistic term corresponds to membership function.

An inference engine tries to process the given inputs and produce an output by consulting an existing knowledgebase.

There are two common inference processes [27]. First is called Mamdani’s fuzzy inference method proposed in 1975 by Ebrahim Mamdani [28] and the other is Takagi-Sugeno-Kang, or simply Sugeno, method of fuzzy inference introduced in 1985 [29]. These two methods are the same in many respects, such as the procedure of fuzzifying the inputs and fuzzy operators.

---
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The main difference between Mamdani and Sugeno is that the Sugeno output membership functions are either linear or constant but Mamdani’s inference expects the output membership functions to be fuzzy sets.

**Fig. 1:** Block diagram of fuzzy inference process

**Fuzzy Algorithms:**

MFDF, MFLF, FGEDF, FPEDF, FGMLF and FPMLF algorithms have been considered here. Each of the algorithms is as follows:

**Algorithm MFDF:**

Loop

1. For each task T, feed its external priority and deadline into the inference engine. Consider the output of inference module as priority of task T.
2. Execute the task with highest priority until a scheduling event occurs (a running task finishes, a new task arrives)
3. Update the system states (laxity, deadline, etc)
End loop

**Algorithm MFLF:**

Loop

1. For each task T, feed its external priority and laxity into the inference engine. Consider the output of inference module as priority of task T.
2. Execute the task with highest priority until a scheduling event occurs (a running task finishes, a new task arrives)
3. Update the system states (laxity, deadline, etc)
End loop

The algorithm for the MFDF is similar to the MFLF with laxity replaced by deadline.

**Algorithm FGMLF:**

Loop

1. For each CPU in the system do the followings:
   1. for each ready task T (a task which is not running), feed its external priority and deadline into the inference engine. Consider the output of inference module as priority of task T.
   2. Execute the task with highest priority until a scheduling event occurs (a running task finishes, a new task arrives)
   3. Update the system states (deadline, etc)
End

End loop

**Algorithm FGMLF:**

Loop

1. For each ready task T (a task which is not running), feed its external priority and deadline into the inference engine. Consider the output of inference module as priority of task T.
2. Execute the task with highest priority until a scheduling event occurs (a running task finishes, a new task arrives)
3. Update the system states (deadline, etc)
End

End loop

The inference engine is based on a collection of logic rules in the form of IF-THEN statements, where the IF part is called the “antecedent” and the THEN part is called the “consequent”. An example of fuzzy IF-THEN rules is: IF frequency is high then priority is low, which frequency and priority are linguistics variables and high and low are linguistics terms. Typical fuzzy inference systems have dozens of rules. These rules are stored in a knowledgebase.

2. Execute the task with highest priority until an scheduling event occurs (a running task finishes, a new task arrives)
3. Update the system states (laxity, deadline, etc)
End loop

The algorithm for the MFDF is similar to the MFLF with laxity replaced by deadline.
2. Execute the task with highest priority until an scheduling event occurs (a running task finishes, a new task arrives)
3. Update the system states (deadline, etc)
End loop

FGMLF is much the same with FGEDF just by replacing the word deadline by laxity.

Algorithm FPEDF for each CPU:
Loop
1. For each ready task T (a task which have not been run on another CPU), feed its external priority and deadline into the inference engine. Consider the output of inference module as priority of task T.
2. Execute the task with highest priority until an scheduling event occurs (a running task finishes, a new task arrives)
3. Update the system states (deadline, etc)
End loop

Algorithm FPMLF for each CPU
Loop
1. For each ready task T (a task which have not been run on another CPU), feed its external priority and laxity into the inference engine. Consider the output of inference module as priority of task T.
2. Execute the task with highest priority until an scheduling event occurs (a running task finishes, a new task arrives)
3. Update the system states (deadline, etc)
End loop

FPMLF is much the same with FPEDF just by replacing the word deadline by laxity.

For a detail explanation of each algorithm refer to [2,3,9,12].

Scheduling Algorithms and Different Task Model:
Task Model:
A task is a complete sequence of instructions. Task execution starts when a task is selected by task dispatcher and one of the system’s processors starts to run task’s instructions. Tasks are classified according to their deadline, priority, arrival characteristic, and computation cycles requests.

Scheduling Algorithms:
First-Come-First-Served (FCFS) algorithm [20] selects the task with the earliest arrival time. If system contains periodic tasks, their release time will be considered. This algorithm makes no effort to consider a task’s deadline.

Earliest Deadline First (EDF) algorithm [15, 20] always chooses the task with the earliest deadline. It has been proved that this algorithm is optimal in a uni-processor system. Since it cannot consider priority and therefore cannot analyze it, this algorithm fails under overloading conditions.

Fuzzy Inference Engine:

Fuzzy inference is the process of formulating the mapping from a given input set to an output using fuzzy logic. The basic elements of fuzzy logic are linguistic variables, fuzzy sets, and fuzzy rules [32]. The linguistic variables’ values are words, specifically adjectives like “small,” “little,” “medium,” “high,” and so on. A fuzzy set is a collection of couples of elements. It generalizes the concept of a classical set, allowing its elements to have a partial membership. The degree to which the generic element “x” belongs to the fuzzy set A (expressed by the linguistic statement x is A) is characterized by a membership function (MF), fA(x). The membership function of a fuzzy set corresponds to the indicator function of the classical sets. It can be expressed in the form of a curve that defines how each point in the input space is mapped to a membership value or a degree of truth between 0 and 1. The most common shape of a membership function is triangular, although trapezoidal and bell curves are also used. This operation normalizes all inputs to the same range and has a direct effect on system performance and accuracy.

For a detailed explanation of each algorithm refer to [2,3,9,12].

Fig. 2: fuzzy inference engine
A fuzzy set A is defined within a finite interval called universe of discourse U as follows:
\[ A = \{(x, f(x)), f(x): U \rightarrow [0, 1]\}\]

U is the whole input range allowed for a given fuzzy linguistic variable. All fuzzy sets related to a given variable make up the term set, the set of labels within the linguistic variable described or, more
properly, granulated. Fuzzy rules form the basis of fuzzy reasoning. They describe relationships among imprecise, qualitative, linguistic expressions of the system’s input and output. Generally, these rules are natural language representations of human or expert knowledge and provide an easily understood knowledge representation scheme. A typical conditional fuzzy rule assumes a form such as

\[
\text{IF Speed is “Low” AND Race is “Dry” THEN Braking is “Soft”}.
\]

**Proposed Model & Proposed Algorithm:**

**Proposed algorithm:**

1. For each task of input queue
   a. Feeds task’s run-time priority using fuzzy inference engine
2. While system has a free processor
   a. Assign the task with highest run-time priority to the processor
3. Loop forever
   a. If processor event occurs
      i. Go to 2.
   b. If scheduling event occurs
      i. Update tasks parameters.
      ii. Go to 1.

Satisfactory performance is achieved by using 39 Sugeno rules only. This number is obtained by simplifying 169 rules in different examples. Some of them are mentioned below:

- If (Laxity is “Very low”) and (Priority is “Very high”) then
  \[ \text{R Priority} = 100 \times \text{priority} - 10 \times \text{laxity} \]
- If (Laxity is “Low”) and (Priority is “Very high”) then
  \[ \text{R Priority} = 50 \times \text{priority} - 20 \times \text{laxity} \]
- If (Laxity is “Medium”) and (Priority is “Normal”) and (CPU time is “High”) then
  \[ \text{R Priority} = 25 \times \text{priority} - 40 \times \text{laxity} - 50 \times \text{CPUtime} \]

Choosing number of rules and membership functions directly affects system accuracy while performance of the system increases with rule size decrease. There are some techniques for adjusting membership functions however; in this paper we did not consider these approaches.

**Experimental Results:**

Performance metrics, which are used to compare different algorithms, must be carefully chosen to reflect the real characteristics of a system. These metrics are as follows. Response time, which is defined as the amount of time a system takes to react to a given input, is one of the most important factors in most scheduling algorithms. Number of missed deadlines is an influential metric in scheduling algorithms for soft real-time systems. When task preemption is allowed, another prominent metric comes into existence and that is the number of preemptions. Each of preemptions requires the system to perform a context switching which is a time consuming action. CPU utilization is also an important metric because the main goal of a scheduling algorithm is to assign and manage system resources so that a good utilization is achieved. Yet another metric, which is considered in our study, is the number of missed deadlines from the class of highest priority tasks. This corresponds to the external priority being very high.

**Fig. 3:** The decision surface corresponding to inference rules.

**Fig. 4:** Response time in overloaded conditions
Conclusion:

This thesis compared fuzzy algorithms based on deadline and laxity. As it was shown, using deadline as a fuzzy parameter in real-time scheduling is more promising than laxity. Also, it seems that partitioning approach almost outperforms global approach for multiprocessor real-time scheduling.

The proposed scheduler which proposed in this thesis has low complexity due to the simplicity of fuzzy inference engine. As a consequence, its computation complexity and response time is constant and by increasing the number of processors will not increase. This model is efficient when system has heterogeneous tasks with different constraints.

Our future work is to map this algorithm on our real-time fuzzy processor.
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